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The Ring of Gyges: Anonymity and Technological 

Advance’s Effect on the Deterrence of  

Nonstate Actors in 2035 

Lt Col David R. Iverson, USAF 

“For all men believe in their hearts that injustice is far more 
profitable to the individual than justice, and he who argues as 
I have been supposing, will say that they are right. If you 
could imagine any one obtaining this power of becoming 
invisible, and never doing any wrong or touching what was 
another's, he would be thought by the lookers-on to be a most 
wretched idiot, although they would praise him to one 
another's faces, and keep up appearances with one another 
from a fear that they too might suffer injustice.” 

 —Plato's Republic 

From the time of Plato, men have pondered how an individual 

would act if they were unidentifiable or anonymous. In The Republic, 

Plato used the story of Gyges of Lydia, who found a ring in a cave and 

put it upon his finger to become invisible to show how a man would act 

when he believed himself to be anonymous. Gyges used the ring to take 

over a kingdom becoming the first in a long history of men who altered 

their actions when they believed themselves to be unidentifiable.1

Twenty-four–hundred years later the problems of anonymity that 

Plato imagined through fiction are becoming reality relative to how they 

affect deterrence strategies. As technology proliferates and more people 

and things become connected through networks, individuals are gaining 

the ability to anonymously become highly disruptive, thereby creating a 

degree of sanctuary no matter where they reside. As the United States 
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considers its future deterrence strategy for the 2035 timeframe, 

understanding how the rapid increase in technological know-how 

combined with anonymity will affect the behavior of groups and 

individuals is of paramount importance. Without an improved 

understanding of this dynamic among groups and individuals, traditional 

approaches to deterrence may become ineffective by 2035 as anonymity 

and technological advances constrain a state’s ability to use punishment 

and increases the challenge of denial as currently understood and 

practiced. 

Accordingly, this paper explores the effects of anonymity and 

technological advances on deterrence theory and recommends ways to 

make today’s deterrence methods more effective in this future 

environment. It begins by examining the main themes of classic 

deterrence in the national security literature as they apply to groups and 

individuals. Next, it presents a basic model of group and individual 

behavior to explain how anonymity creates an ungoverned space that 

traditional deterrence strategies do not address. Finally, it recommends 

two approaches to deter groups and individuals in an anonymous world 

by (1) increasing the degree of transparency in the actions of individuals 

globally to reduce their motivation, capability and opportunity to launch 

attacks; and (2) taking steps to immunize or improve the resiliency of the 

United States and its allies to deny would-be actors the benefit of their 

action. 
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To understand why improved global transparency and 

immunization will become a pressing national security requirement by 

2035, it is first necessary to examine the limitations of current 

deterrence theory when dealing with issues of groups/individuals and 

anonymity. 

Why Traditional Deterrence Breaks Down in an Anonymous World 

For those not wholly familiar with the strategic deterrence 

literature, deterrence is a strategy designed to prevent an adversary from 

taking a particular action or series of actions. Deterrence, in its classic 

state-on-state view, is achieved through two distinct strategies, 

punishment and denial.2 Punishment strategies threaten attacks against 

a nation’s population and/or industry to dissuade the actions of an 

attacker through increased costs. Denial strategies attempt to thwart 

action by negating the benefits an adversary seeks to gain.3

Punishment 

 The 

fundamental assumption underpinning both of these strategies is that 

the threat is definable and identifiable. Remove this assumption and 

both strategies run into problems. 

Deterrence by punishment is actively holding an adversary 

accountable for its actions by threatening to destroy something it values 

in order to deter its actions.4 This discourages the adversary from 

attacking by raising the cost of the attack beyond what it is willing to 

pay.5 To accomplish this, deterring nations must be able to (1) identify 
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the adversary; (2) find something the adversary values; and (3) hold it at 

risk in a credible way. Historically, states knew who their adversaries 

were. From ancient times to the Cold War, populations and/or industries 

were easy targets.6

A punishment strategy is difficult to employ against groups and 

individuals. First, attribution is much more difficult as perpetrators are 

difficult to identify. The proliferation of technology complicates this task 

even more, since technological advances allow individuals to gain 

capability and act anonymously without prior detection.
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Executing an effective punishment strategy against individuals and 

groups, therefore, poses challenges and ethical dilemmas for states, 

particularly when actors are nebulously defined or anonymous. The 

burden of proof required to identify individuals, or show that a nation-

state or civilians are complicit in terrorist activity, is extremely high. 

Punishing the wrong target is potentially counterproductive, since it may 

build support for terrorist organizations rather than diminish it. From a 

 This sanctuary 

precludes a state from identifying specific would-be attackers, 

complicating communication of a retaliatory threat. Even if states 

identify specific actors, they must still find something of value and hold it 

at risk. For many nonstate aggressors, this is a small target set. In rare 

circumstances, it may be the nation state’s population where they live. In 

most cases, it is their family or friends, who may be as difficult to find as 

the actors. 
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moral or legal standpoint, states may not want to target civilians simply 

because a potential terrorist values them. These limitations make 

deterrence by denial a more attractive alternative. 

Denial 

As opposed to deterrence by punishment, deterrence by denial is 

designed to make it difficult for an adversary to “attain its political 

objectives or territorial goals.”8 It can be implemented by actions that 

minimize or negate the desired effects of an attack, so that the adversary 

is unable to achieve the objective through violence.9

Although deterrence by denial has fewer challenges than 

deterrence by punishment in the context of groups and individuals, 

anonymity decreases its effectiveness. For example, one denial strategy 

might prevent an actor from obtaining attack capabilities while another 

denies an attack opportunity. However, advancing technology and 

knowledge, particularly in the fields of biology and genetics, are 

proliferating rapidly, and along with it, the power of individuals to 

develop state-like capabilities.

 This is typically 

accomplished through defensive measures to improve the resiliency of 

the civilian population or disarming an opponent (i.e., Cold War civil 

defense and missile defense). The theory of deterrence by denial assumes 

the potential opponent and his or her capabilities are known. This 

awareness—this transparency-- allows denial efforts to be tailored 

against those capabilities posing a danger. 

10 The knowledge and materials to create 
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these capabilities can be obtained anonymously, making denial efforts, 

such as export or technology controls, problematic. 

The size and scale of a denial strategy also make it problematic to 

prevent an attack opportunity, particularly against anonymous actors. A 

military truism from Frederick the Great recognized “he who attempts to 

defend too much defends nothing.”11

In summary, the traditional state-on-state approaches of 

deterrence by punishment and denial run into problems in the 

anonymous world of 2035. Deterrence by punishment seems a 

nonstarter, particularly for western democracies. On the other hand, 

deterrence by denial retains some relevance and offers options, but is not 

sufficient in its current form to deter anonymous groups and individuals. 

Successful deterrence against groups and individuals in 2035 requires 

new models and new tools to augment denial. To explore what these 

solutions might be one must first gain a more indepth understanding of 

why groups and individuals attack and how anonymity and technical 

change impact their reasoning. 

 Yet group or individual actors, 

armed with high technology and knowledge, have a huge number of 

targets to choose from making it difficult to identify an attack location. 

This large target set makes it difficult to protect everyone from an 

exhaustive list of potential actors and attack methods. 
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Why Groups and Individuals Attack 

To carry out planned/premeditated or intended attacks, aggressors 

go through either a four or six step process. John Horgan breaks the 

lifespan of an attack into a four step process: (1) decision and search 

activity-targeting and “preterrorism;” (2) preparation or “preterrorist” 

activity; (3) event execution; and (4) post-event activity and analysis.12 

Taking this model one step further, the Federal Bureau of Investigation 

uses Calhoun’s six-step model to assess attacks which consists of 

grievance, ideation, research planning, preparation, breach, and 

attack.13

Combining these models produces a three-axis operational 

deterrence model displaying the interaction of capability, motivation, and 

opportunity toward deterring violence. This paper uses the operational 

deterrence model framework (fig. 1) to analyze why groups and 

individuals attack.

 

14 The model consists of three axes: X—motivation 

(grievance, ideation); Z—capability (research/planning, preparation), and 

Y—opportunity (research, breach, attack). Deterrence fails when an actor 

is motivated to attack, has the capability, and gains the opportunity. 

When any or all of the levels of capability, motivation, and/or 

opportunity are decreased, the likely success of deterrence improves. By 

examining each axis and applying the model against groups or 

individuals, specific actions to increase the effectiveness of deterrence 

can be achieved. The design of new stratagems for deterrence of groups 
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Operational Deterrence Model
Not Deterred

Deterred

Figure 1. Operational Deterrence Model

and individuals in 2035 begins with gaining a deeper understanding of 

these steps, starting with how motivation affects an actor’s decisions and 

the role of anonymity in shaping this motivation. 

Figure 1. Operational Deterrence Model. (Adapted from Grant 
Hammond, Center for Science and Technology, Maxwell AFB, AL, 
interview by the author, 11 January 2011.) 

Motivation and the Role of Anonymity. 

Understanding an attacker’s motivation not only explains the 

veracity of attacks one seeks to deter, but might also signal the risk an 

attacker is willing to take. One of the preeminent scholars on terrorism, 

Brian Jenkins, wrote in the 1970’s, “terrorists want a lot of people 

watching but not a lot of people dead.”15 Jenkins’s reasoning was that 

terrorists, such as the Irish Republican Army, sought modest political 

reform. Therefore, their attacks had to be dramatic enough to undermine 
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the government and rally people to their cause, but not so dramatic as to 

undermine their popular support and turn people against them.16

The 1990s marked a shift in terrorist thinking for some groups, 

based on changes in their underlying motivation.

 

17 While some terrorists 

still adhered to the “lots watching/few dead” strategy, others sought 

bolder, more dramatic shifts than incremental political change.18 Worse, 

the risk of backlash from large-scale civilian deaths did not deter these 

groups.19 This more aggressive strategy opened the door to 9/11 and 

exploration of weapons of mass destruction (WMD) uses by terrorist 

groups.20

Conventional wisdom and initial psychological studies seem to 

support the assumption that anonymous individuals act more 

aggressively and are therefore more likely to carry out attacks.

 While this logic is consistent with commentaries on the 

political nature of war, what may be less well known is how anonymity 

affects the motivation of these actors. 

21 Anyone 

reading aggressive posts on Internet blogs recognizes the potential 

validity of this argument.22

Modern research highlights de-individuation as a more accurate 

enabler of individual motivation. Deindividuation, of which anonymity is 

a part, is a psychological state “characterized by diminished self 

awareness and self-evaluation and a lessened concern for the evaluation 

 However, this conventional wisdom is overly 

simplistic and slightly flawed when considering anonymity’s impact on 

motivation. 
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of others.”23

Under normal conditions, deterrence works when individuals (1) 

share common knowledge of the rules and social logic of the game; (2) 

engage in tacit and explicit communication (the exchange of information 

not efforts at collective understanding); (3) accurately assess risks, costs, 

and gains of strategic games; and (4) control their emotions.

 It shows that individuals who believe themselves to be 

anonymous may not be susceptible to the normal psychological effects of 

deterrence under the right conditions. 

24 

Deindividuation interrupts this rule set as individuals no longer apply 

the same social logic and risk assessment. Although many experts 

disagree over the causes of deindividuation and the level of antisocial 

events, a deindividuated state caused by some combination of 

anonymity, group presence, altered responsibility, and autonomic 

arousal appears to increase violence and aggressive acts by individuals.25 

This is seen in individual psychological case studies, studies of various 

non-Western cultural groups, and by looking at modern day terrorists.26

 Overall, deindividuation reduces self-consciousness and self-

inhibition causing individuals to rely on external sources, such as their 

affiliated group, for direction. Downing and Johnson’s 1979 study using 

individuals associating themselves with groups (through anonymous 

costumes) as either the Ku Klux Klan (KKK) or nurses showed a definitive 

group identification effect on aggression.

 

27 Individuals identifying 

themselves with the KKK were more aggressive and violent than those in 
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the nursing group. The individuals took on the group characteristics with 

which they identified, and aggressiveness either increased or decreased 

depending upon the group identity.28 In addition, a 1998 meta-analysis 

of 60 psychological studies show that individuals tend to act more 

aggressively and violently when they achieve a deindividuated state. 

Further, the analysis found when accountability was reduced through 

anonymity, greater antinormative behavior was induced by following 

group norms. The end result shows group circumstances appear to be a 

driving factor for an individual’s actions once they achieve a 

deindividuated condition, either positively or negatively.29

Deindividuation’s effects also appear to be cross-cultural. A 1973 

study based on data from 27 cultures suggested a significant pairing 

between deindividuation (through some type of change to their physical 

appearance) and aggression in warfare. For example, cultures altering 

their appearance through war paint showed an increase in aggression 

and ferocity over those that did not.

 

30

Modern terrorist examples, such as the IRA, show greater 

proclivities toward violence when they achieve a deindividuated state. 

 

31 

In the case of the IRA, terrorism expert A. P. Silke demonstrated that 

when IRA terrorists used some type of disguise, the crimes they 

committed showed increased levels and varieties of aggression. This was 

especially seen in the increased severity of the injuries inflicted upon 
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victims compared to the crimes committed by IRA members not wearing 

disguises.32

In summary, there is convincing evidence that motivation is 

directly affected by the psychology of anonymity and deindividuation 

which, in turn, affects the prospects for deterrence. From a psychological 

perspective, individuals achieving a deindividuated state through a lack 

of perceived personal accountability may be more likely to act violently 

depending upon their group identification.

 

33

Capability and the Sanctuary of Anonymity 

 Their motivation is 

encouraged and enabled by anonymity making them act on their 

grievances in a violent manner. Therefore, discrediting certain groups’ 

beliefs and establishing a sense of accountability for these groups 

comprises one component of an updated deterrence approach for groups 

and individuals. More clues lie in the second area of the paper’s 

analytical framework, anonymity’s effect on capabilities. 

The second area states must consider when deterring groups and 

individuals is how anonymity and technology impact the research, 

planning, and preparation components of an attack. S. Paul Kapur’s 

essay “Deterring Nuclear Terrorists,” explores deterrence against 

nonstate actors in a nuclear weapons context.34 Kapur’s argument 

compares the relative wealth of actors with their goals in analyzing the 

effectiveness of a punishment and denial strategy (table 1).35 
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Table 1. Summary table of S. Paul Kapur’s thesis 

Current Actor Rich Poor 
Situation 

Positive Goals Denial is hard Denial is easy 
(seeks to advance the Punishment is possible Punishment is possible 
welfare of an existing 
population or territory 

Negative Goals Denial is hard Denial is easy 
(seeks maximal violence Punishment is unlikely Punishment is unlikely 
and destruction) 

 

As long as cost remains a barrier to technological access, Kapur is 

correct in differentiating rich and poor actors regarding the ability of a 

deterrence strategy to work against them. However, by 2035 

technological development will lower technological cost and blur the lines 

between rich and poor, calling Kapur’s main arguments into question. As 

the level of technology increases, the cost of acquiring technologies like 

biological weapons capability may no longer be prohibitive. Technological 

advances will enable individuals or groups to access information, 

research, and materials more cheaply and easily than ever before while 

helping to maintain their anonymity. Moreover, falling costs reduce 

financing requirements allowing many groups to participate, making a 

catastrophic attack more difficult to deter.36

This scenario is made worse by the impact of anonymity. As 

previously discussed, deindividuation interrupts the rule set underlying 

deterrence. Instead of a rich versus poor discriminator, technology may 

make an individual’s anonymity a determining factor in his calculus to 
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carry out an attack, calling into question the effectiveness of deterrence 

strategies (table 2). 

Table 2. Technological advances and anonymity’s effects on 
classical deterrence 
Future Actor Anonymous Identifiable 
Situation 

Positive Goals Denial is unlikely Denial is hard 
(seeks to advance the Punishment is unlikely Punishment is unlikely 
welfare of an existing 
population or territory) 

Negative Goals Denial is unlikely Denial is hard 
(seeks maximal violence Punishment is unlikely Punishment is unlikely 
and destruction) 

 

Although groups and individuals may be capable of a wide range of 

WMD attack options to include nuclear, biological, cyber, and chemical, 

biological weapons hold the most potential danger for the United States 

in the 2035 timeframe.37 Unlike nuclear weapons, which require 

industrial facilities to produce the fuel, the production of biological 

weapons will be easier for individuals or small groups. In the past, 

nuclear or biological weapons programs required the resources of a state 

and the knowledge of highly educated individuals.38 Countries such as 

the former Soviet Union have invested enormous amounts of resources in 

the research and development of biological weapons.39 With technological 

advances making research and knowledge from the fields of genetics and 

synthetic biology more easily accessible (and able to be acquired 

anonymously), individuals and small groups could gain the ability to 

carry out attacks that can cause mass casualties.40 



17 

The implications of these developments are grave in today’s terms. 

Sanctuary or safe havens are thought of in geographic terms—

ungoverned space provided by a rogue or failing state.41

Opportunity and the Advantage of Anonymity 

 In the future, 

technological developments in the biological sciences may provide 

sanctuary in plain view, with would-be attackers anonymously 

developing genetically altered pathogens using inexpensive common 

items and knowledge from the Internet. Those anonymously accessing 

publically available information or purchasing common materials become 

harder to identify and may operate with impunity no matter their 

location, becoming harder to deter. As with motivation, combating this 

threat requires an updated deterrence approach combining elements of 

denial with tools to create the perception of accountability. If 

governments fail to do this, the final chance for deterrence centers on 

denying opportunity. 

Once individuals or groups acquire the motivation and capability 

to carry out a catastrophic attack, they move into the breach and attack 

phase. They begin looking for the opportunity to conduct their attack 

with the capability they have acquired. During this phase, they attempt 

to find the best way to carry out an attack, breaching any known 

security. 

In many ways, deterring at the opportunity phase is too late. 

Ubiquitous technology and knowledge makes everyone a potential 
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attacker, requiring elaborate and costly measures to deny an attack 

opportunity. At the same time, anonymity makes it exceedingly difficult 

for governments to discern likely attackers and their potential targets 

without a focused effort. Moreover, capabilities such as biological 

weapons allow the aggressor to attack on the perimeter, unseen, without 

penetrating defensive measures. An attacker only needs to infect 

unsuspecting civilians with an undetectable virus that spreads through 

normal societal interaction, effectively bypassing any security measures 

set in place.42

Deterring Groups and Individuals: Expanded Denial Strategies 

 Because of insights like this, the next section of the paper 

explores the new tools and techniques states will require to deter 

anonymous actors in 2035. 

In order to continue using deterrence as an effective strategy 

against groups and individuals, the United States needs to address the 

challenges of motivation, capability, and opportunity created by technical 

advancements and anonymity (fig. 2). In the near future, given the 

nature of emerging threats, deterrence strategies targeting the motivation 

and capability of actors may have the greatest chance for success. At the 

same time, strategies focused on denying opportunity may become 

increasingly difficult, especially given amorphous threats such as those 

posed by biological weapons. 



19 

Figure 2. Operational Deterrence Model 

Although technological advances threaten traditional deterrence 

strategies, they may also enable a strategy of expanded denial that better 

addresses the threat posed by groups and individuals. Two tools enable 

such a strategy. The first tool, transparency, provides the ability for the 

government to see, scan, and share virtually all available information 

from public and private data. The goal of transparency is to negate the 

effects of anonymity on deterrence. By creating the perception within a 

watched targeted group, a state may be able to diminish the motivation 

of its members and minimize deindividuation, making it more difficult for 

the group to develop harmful capabilities and increase the odds of 

detection during execution.43 
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The second tool, called immunization, envisions creating a resilient 

nation, both physically within its infrastructure and cognitively within its 

population. The goal of immunization mitigates the effects of an attack 

quickly in order to maintain the trust of the population in its 

government. If the government can create the perception that it is 

immunized, successful attacks—one that strikes wide-spread panic or 

overcomes the capability of government to respond—may become so 

difficult that they diminish motivation or increase detection odds as 

groups attempt to develop more elaborate attacks.44

How Transparency Expands Denial Options 

 A more indepth 

discussion of each of these tools highlights their synergistic interaction 

with one another. 

Transparency enhances denial by reducing an actor’s motivation, 

capability, and opportunity. Transparency affects motivation by reducing 

anonymity and deindividuation. As this paper has shown, anonymity 

tends to promote deindividuation which, in turn, tends to increase 

motivation. Removing anonymity reverses the cycle: deindividuated 

individuals become individuated; motivation is reduced, and the “normal” 

deterrence calculus is restored. 

Similarly, transparency affects capability and opportunity by 

creating the perception (or reality) of surveillance. This may deter 

suppliers from providing critical components or individuals from 

accessing certain information in the public domain. Moreover, it may 



21 

affect opportunity as well, convincing individuals to delay or alter their 

plans prior to execution. 

Transparency is operationalized through several lines of operations 

graphically (fig. 3). The first is through the development of a global 

information exchange system that uses all-source public and private 

data to identify and track tens of thousands of individuals who may be 

likely to carry out attacks. The most effective way to prevent an act of 

terrorism may be to reduce the individual’s motivation to carry out the 

attack in the first place. Developing a system that catalogs and tracks 

the electronic interactions of targeted individuals and makes its existence 

known may create enough doubt in the mind of the would-be attacker to 

deter/reduce motivation. Moreover, this degree of transparency aids in 

targeting strategic communications efforts, preventing the first step 

toward intended violence.45 At a tactical level, individuals reindividuated 

through transparency may be persuaded by the social norms of society 

that their actions or the actions of their affiliated groups are not 

acceptable, changing their ideation of violence as an acceptable method 

for attaining their objectives.46 
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Figure 3. Deterrence Chain. 

The second line of operation is a focused effort aimed at denying 

harmful actors the required capability to carry out an attack. 

Specifically, the government must prevent the acquisition of critical 

information or components by removing the sanctuary of anonymity 

through a two-tiered approach. The first tier leverages tracking the 

activities of potentially hostile groups and individuals. By monitoring the 

electronic activities of these individuals, illicit behavior can be quickly 

identified and acted upon.47 The second tier involves tracking 

information and things: who accesses critical information, who 

manufactures items of interest, and who purchases items of interest. For 

example, individuals accessing critical information for the construction of 

nuclear or biological weapons need to be identified and vetted. Likewise, 

critical components or materials that create “chokepoints” for the 
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manufacture of these weapons need to be identified and tracked when 

they are acquired. The results of these efforts connect the dots when 

actors of concern come into contact with information and materials of 

concern. 

The third line of operation is focused on curtailing opportunity, 

when it is possible. In this line, traditional “at the wire” physical security 

measures are enhanced through active shaping efforts aimed at creating 

a sense of surveillance. If a group can be led to believe that their identity 

is known, then their perceived risk level in carrying out an attack is 

heightened and may deter. These enhanced efforts to deny opportunity 

also work in conjunction with previous efforts to influence and alter the 

motivation of an actor.48

The fourth and final line of operation is focused on physical 

enforcement. The United States must be ready to deny an attack by 

arresting or killing hostile actors. Transparency will make this happen 

more easily. Not only may this stop a specific act but denying specific 

opportunities in this manner will have an effect on the motivation of 

other actors bringing deterrence full circle.

  

49 The best example of 

targeting individuals is evidenced in Israeli Defense Force operations.50 

These operations have been arguably successful and Israeli governments 

as well as academics, such as Stephen David and Daniel Byman, argue 

that terrorist targeting deters future attacks.51 While transparency uses 
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technology and actions to reduce the perception of anonymity, 

immunization aims to make it less relevant. 

How Immunization Expands Denial Options 

In addition to transparency, immunization is another tool 

enhancing denial. It is most effective when focused against an actor’s 

motivation and opportunity. Mitigating the effects of attacks by 

immunizing the population and high value infrastructure may deter 

individuals and groups from acting by denying them the desired results 

of their attack. This will reduce their ideation of violence as an effective 

way to attain their goal. Specifically, the United States should build a 

more resilient, immunized society by creating the ability to prevent or 

mitigate catastrophic attacks as well as desensitize its citizens to smaller 

scale terrorist attacks. 

By building a national immunization system to deal with a 

catastrophic terrorists attack, the government practices deterrence 

through denial by taking away the terrorists’ motivation to paralyze the 

population through a sensational event and prepares Americans to deal 

with a smaller attack. To do so, the government must change the public 

perception about attacks by nonstate actors and prevent overreactions.52 

The current emphasis of the United States on the prevention of all 

terrorist attacks regardless of scale is an admirable goal, but perhaps not 

the correct approach. In the future, it may not be possible for both fiscal 

and operational reasons. In order to accomplish the thwarting of all 
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terrorist attacks, the government will have to be right 100 percent of the 

time, an impossible task. Therefore, the American public needs to be 

educated to accept the possibility of small scale terrorist attacks, while at 

the same time preparing to survive a catastrophic attack if it occurs. This 

denial effort will affect the motivation of nonstate actors by denying them 

their motivation and potentially preventing future grievances of perceived 

actions against them, their families, or affiliated groups.53

The United States must further immunize against an actor’s 

motivation by significantly increasing its capability to detect, identify, 

and counteract attacks such as a biological threat. Advanced detection 

systems need to be designed to monitor air and water contaminants 

across America. Medical facilities should be networked to recognize the 

signs of a biological outbreak. This must be done with the 

implementation of sensors everywhere, such as in cell phones or motor 

vehicles,

  

54 and the sharing of information through a transparent 

network. Here the synergy of transparency and immunization work 

together. Once identified, the American government should be able to 

decode, prototype, manufacture, and distribute a vaccine within 72–96 

hours of detection.55

Research should focus on how to detect, decode, and prototype a 

biological agent vaccine, while coordination with pharmaceutical 

companies will enable efficient vaccine mass production once it is 

prototyped. At the same time, designing a logistics system that is 
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organized and rehearsed to distribute a vaccine will save vital hours. 

With this capability in place and publicized through transparent strategic 

communications, terrorists’ motivation will be deterred because their 

attacks may not succeed and may only kill those that the United States 

decided not to inoculate with a cure, a possibility that should be 

communicated as part of transparent strategic communications. 

While lessening individuals’ motivations, an expanded denial 

strategy should also lessen actors’ opportunities to carry out an attack, 

bringing its success into question. Opportunity will be thwarted through 

direct security measures enacted to stop an attack, such as preventing 

weapons from being brought into an area or blocking viruses from 

infecting a network. Due to the expense, this form of denial may require 

it to be used to protect only the most critical targets and may require 

supplemental government financing of commercial companies. In 

addition, publishing real or imaginary defenses, at times specifically and 

others vaguely, may cause an increase in an individual’s uncertainty, 

bringing into question their ability to breach those defenses.56

More research and studies are needed to answer questions for 

policy makers as they contemplate deterrence through expanded denial 

against individuals and groups. Scholars must consider the legal 

 During the 

opportunity phase, the synergistic combination of a transparency system 

with immunization effects of security measures creates a greater chance 

for deterrence. 
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limitations, such as the Fourth Amendment, and what limitations the 

ideas of transparency have within the US Constitution. In addition, 

studies must be accomplished to better understand what response times 

are required to prevent a biological disease from killing millions. Greater 

research is also required to determine the effectiveness of terrorist 

targeting in the long run. 

Finally, policy makers need to recognize that denial is the 

dominant strategy against individuals and groups. In order to be 

successful an enhanced denial strategy using the tools of transparency 

and immunization must focus on motivation and capability. This will 

require a “whole nation” approach, implemented simultaneously by all 

parts of the government and selected corporations. As one example, the 

Department of Defense must use its expertise in systems integration, 

command and control, mobility/logistics, and crisis response to collect 

and integrate information creating greater transparency and prepare 

attack responses, creating greater national immunization. 

Conclusion 

Technological advances over the next 25 years and the anonymity 

they will allow have the capacity to make deterrence theory ineffective in 

the 2035 timeframe. Individual or small group nonstate actors may have 

the technological capability and the psychological frame of mind to carry 

out catastrophic attacks. To successfully deter these attacks, the United 

States must work against hostile actors’ motivation, capability, and 
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opportunity by using transparency and immunization. Transparency 

must identify an actor or make an adversary believe that he or she has 

been identified; altering his or her motivation, preventing the capability 

to carry out an attack, and calling into question the opportunity for a 

successful attack. At the same time, an immunization strategy must 

deter motivation by reducing grievances and the ideation of violence as 

the answer. An immunization strategy during the opportunity phase, 

working in conjunction with transparency, may reduce the likelihood of a 

successful attack and may lessen the motivation of an actor. If states 

incorporate these ideas, deterrence theory will still hold a prominent 

place among the strategies the United States uses against individuals 

and groups. 
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